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A large body of work now exists that demonstrates the interaction between different sensory
modalities when they are integrated into a single coherent percept. Yet, it is not yet clear
whether attention plays a critical role in such crossmodal interactions. We investigated the
effect of attention on the crossmodal integration of apparent motion signals using the
crossmodal dynamic capture paradigm. The stimuli were bimodal apparent motion streams
consisting of audio–visual, visual–tactile, or audio–tactile signals. The taskwas to indicate the
directionofmotion inoneof themodalities, called the targetmodality, that couldbe congruent
or incongruent with the direction of the secondmotion stream, called the distractormodality.
The influenceof the distractormodality onparticipants' response accuracy, called crossmodal
capture, was assessed across three conditions of attentional manipulation. We found that
attention does have an effect on how themotion signals are combined across modalities, but
only when the susceptibility for capture between the two signals are comparable.

© 2008 Elsevier B.V. All rights reserved.
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1. Introduction

Attention exerts a profound influence on many aspects of
human perception and performance, ranging from the detec-
tion of simple sensory stimuli (e.g., Carrasco et al., 2000) to the
implementation and control of complex behaviours like driving
a vehicle (Underwood et al., 2003). Attention is also thought to
play a critical role in the integration of different stimulus fea-
tures within a sensory modality, such as vision (e.g., Treisman
and Gelade, 1980), or in the processing of auditory sequences
(e.g., Alain and Izenberg, 2003). Whether attention plays an

important role in the binding of stimulus features across sen-
sory modalities to achieve a unique coherent percept is, how-
ever, less clear. The present paper addresses this issue.

A prolific tradition in multisensory research has dealt with
crossmodal attention phenomena, where the perception of tar-
gets inonesensorymodality ismeasuredasa functionof cues in
other senses. There is now overwhelming evidence for exten-
sive influences between modalities (see Driver and Spence,
1998; Spence and Driver, 2004, for reviews). For example, visual
events presented at a location previously occupied by a tactile,
or an acoustic, cue are responded to more quickly and more
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accurately than those presented away from the cue (e.g., Gray
and Tan, 2002; Kennett et al., 2001; McDonald et al., 2000;
Spence andDriver, 1994). ERP studies inhumans reveal that this
orienting-related enhancement affects (target) stimulus pro-
cessing very shortly after its onset, at functionally early stages.
These findings, together with the results of fMRI studies, have
led some researchers to propose that crossmodal effects might
be expressed as early as in primary sensory areas of the cortex
(Macaluso et al., 2000; see also Kayser et al., in press for recent
evidence in single neurons). This pattern of results is reminis-
cent of the large multisensory enhancements at the single
neuron level observed in animal studies, most notably in the
Superior Colliculus (SC) of the cat andmonkey (e.g., Stein, 1998;
Stein andMeredith, 1993). These enhancements in neural firing
are commonly seen when two sensory events co-occur in time
and overlap in space within the receptive field of the neuron.
The SC is crucially involved in a network that embodies orient-
ing behaviours, and which also includes posterior parietal
and frontal pre-motor areas (e.g., Posner and Petersen, 1990).
These advances in crossmodal attention run parallel to the also
mounting demonstrations of multisensory enhancement. In
this line of work, evidence points strongly to the existence of
dramatic enhancement in the processing of events if they are
presentedmultisensorily rather than unisensorily (e.g., Forster
et al., 2002; Nickerson, 1973; Zampini et al., 2007). These en-
hancements have been registered not only in terms of more
accurate and faster behavioural reactions, but also in terms
of earlier and stronger neural correlates using electrophysiol-
ogy and brain imaging techniques (Beauchamp et al., 2004a,b;
Calvert et al., 2000; Foxe et al., 2000, 2002; Molholm et al., 2002;
Murray et al., 2005; Senkowski et al., 2006, 2007).

Despite the recent advances in crossmodal attention (dis-
cussed before), and the clear existence of multisensory en-
hancement in sensory processing, there is still some debate
about the nature and consequences of the interplay between
attention and the integration of multisensory events (e.g., Mc-
Donald et al., 2001). Note, for example, that in most of the
studies cited above, attention to one or more stimuli/modali-
ties has beenmanipulated in crossmodal situations, but cross-
modal binding has not been measured as a function of
attention (though see Talsma and Woldorff, 2005). In fact, up
until recently, investigations have generally assumed, either
explicitly or implicitly, that attention plays little or no role in
multisensory integration as long as other pre-conditions apply
(e.g., De Gelder and Bertelson, 2003; Welch, 1999). A classic
example is provided by research on theMcGurk effect (McGurk
and MacDonald, 1976), where vision is shown to have a pro-
found impact on speech perception, e.g., one perceives “da”
when seeing themouth-movement for “ga” combinedwith the
sound “ba”. Previous investigations of this audio–visual phe-
nomenon have led to the general conclusion that it occurs
automatically, with attention playing an insignificant role in
the effect (Massaro, 1998; Soto-Faraco et al., 2004c,d). However,
recent research suggests that claims for the automaticity of the
McGurk effect might actually be incorrect. Alsius et al. (2005;
see also Alsius et al., 2007) reported that the McGurk effect
breaks down when attentional resources are depleted. The
implication of this finding is that for complex crossmodal
phenomena like theMcGurk effect, attentionmay beneeded to
bind featuresacrossmodalities. It is thereforenotunreasonable

to hypothesize that other complex crossmodal phenomena,
such as dynamic capture or the ventriloquist effect, may also
be modulated by attention (see also Talsma and Woldorff,
2005, for evidence supporting an effect of attention on audio–
visual integration).

Studies of the ventriloquist effect, where an auditory event
ismislocalized toward a displaced visual event, have generally
suggested that attention plays no role in crossmodal interac-
tions in this specific paradigm. Specifically, the focus of atten-
tion (e.g., on a single modality or divided between modalities)
has been found to be irrelevant, with a simple “flash” of light
consistently capturing (ventriloquizing) a simultaneous “beep”
(Bertelson et al., 2000; Vroomen et al., 2001). Furthermore, the
same conclusion is reached for other sensorymodality combi-
nations. For instance, Caclin et al. (2002) found that a vibration
presented to a fingertip will capture a sound whether or not
spatial attention is focused on touch.

Interestingly, crossmodal ventriloquismasdescribedabove,
does not appear to be confined to situations involving a single
light, sound, or vibration. In dynamic displays where audio and
visual stimuli could move between two locations, Soto-Faraco
et al. (2002) reported that the direction of auditory motion was
captured by the direction of visual motion, i.e., the direction of
soundmotion was perceived to be the same as the direction of
visualmotion evenwhen theywere actually in opposition. And
aswith static ventriloquism, this dynamic ventriloquism effect
can occur for other modality combinations, for instance, with
visualmotioncapturing tactilemotion, andauditory and tactile
motion capable of capturing one another (Sanabria et al., 2005;
Soto-Faraco et al., 2004a).

However, whether attention plays a role in dynamic ventri-
loquism is currently unknown. Past studies of static ventrilo-
quismwould suggest that attention does not play a significant
role in dynamic ventriloquism (see e.g., Bertelson et al., 2000;
Caclin et al., 2002; Vroomen et al., 2001). Such an extrapolation
from results stemming from experimentation with static ven-
triloquism to dynamic ventriloquism should be undertaken
with caution. In fact, researchers have been explicit in their
stance that static ventriloquism and dynamic ventriloquism
are distinct phenomena: only dynamic ventriloquism may
depend on brain regions that are uniquely tuned to motion
signals (Soto-Faraco et al., 2004c,d), only dynamic ventrilo-
quism may be mediated by the corpus callosum (Soto-Faraco
et al., 2002), and stronger crossmodal integration effects are
demonstrated consistently under dynamic conditions (Soto-
Faraco et al., 2004b).

We examined the role of attention in crossmodal dynamic
capture by manipulating whether participants focused on a
single sensory modality or had to commit their attention to
both sensory modalities. Participants were required to report
motion direction in a target modality (e.g., sound), and to
ignore motion in another distractor modality (e.g., vision or
touch). In particular, participants were assigned to one of
three groups.

In the Blocked Group, the targetmodality and the distractor
modality were known in advance and held constant across a
block of trials. This blocked design is the standard approach in
previous studies of dynamic ventriloquism, enabling one to
measure how participants performwhen selectively attending
a target modality while ignoring a distractor modality. The
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typical outcome is that visual motion captures concurrent
audio or tactile motion, but neither audio nor tactile motion
exerts an influence on visual motion. Interestingly, a more
symmetrical relation exists between audio–tactile motion, as
audio and tactile motion can capture one another.

For a second set of participants, the Pre-cued Group, the
modality pairings were held constant across a block of trials,
but now the target modality was identified by a pre-cue at the
start of each trial. Importantly, this pre-cue, and therefore the
target and distractor modalities, varied randomly from trial to
trial. Thus, like the Blocked Group, this Pre-cued Group always
knew the target and distractor modalities before the motion
stimuli were presented, but in contrastwith the Blocked Group,
now the attentional set varied from trial to trial. One would
expect that this attentional switching would be more challen-
ging (e.g., Meiran, 1996; Rogers and Monsell, 1995), but because
the identity of the targetmodality was known in advance, as in
the Blocked Group, the attentional set for themotion stimuli in
the Pre-cued Group should approximate the attentional set in
the Blocked Group.

For the third set of participants, the Post-cued Group, the
modality pairings were again known in advance and held con-
stant across a block of trials, but now the target modality was
identified by a post-cue after each stimulus presentation.
Importantly, this post-cue, and hence the target and distractor
modalities varied randomly from trial to trial. What distin-
guishes the Post-cued Group from the Pre-cued Group, and by
extension from the Blocked Group, is that in the Post-cued
Group observers do not know which motion stream (target

modality) they have to attend to andwhich to ignore (distractor
modality) until after the motion stimuli have been presented.
Therefore, unlike the other groups, in the Post-cued group both
modality streams must be attended.

If, and how, this change in attentional set impacts perfor-
mance on the dynamic ventriloquism task is the issue under
investigation in the present study. If crossmodal interactions
are unaffected by attention, then clearly the prediction is that
the pattern of crossmodal interactions will be the same for all
three groups. More specifically, observed levels of capture
should not be affected by any differences in the attentional
demands of the task. However, if attention to both modalities
does play a significant role in crossmodal interactions, one
might expect the integration of the motion signals into a sin-
gle percept (motion stream) to be enhanced by committing
attention to both signals. A conceptual parallel is that two
different feature attributes are bound together into a common
object when they are attended at the same time in visual
search. In terms of crossmodal ventriloquism this would be
revealed as an enhanced tendency to perceivemotion streams
that are physically presented in opposition as going in the
same direction (e.g., a decline in response accuracy when the
motion streams move in conflicting directions).

2. Results

The percent of correct responses for all three groups are pre-
sented in Table 1 as a function of the stimulus pairings and

Table 1 – Response accuracy for all three stimulus modality pairings (Audio–Visual, Visual–Tactile, Audio–Tactile) are
shown as a function of congruency, synchrony, target modality, and group

Audio–Visual

Blocked Group Pre-cued Group Post-cued Group

% correct Target: sound Target: light Target: sound Target: light Target: sound Target: light
Con Incon Con Incon Con Incon Con Incon Con Incon Con Incon

Synch 90 26.25 98.75 95 98.75 18.75 100 100 86.25 18.75 98.75 98.75
Asynch-a 85 86.25 98.75 98.75 91.25 95 98.75 93.75 72.5 81.25 95 100
Asynch-b 85 87.5 97.5 98.75 93.75 88.75 98.75 97.5 77.5 80 91.25 95

Visual–Tactile

Blocked Group Pre-cued Group Post-cued Group

% correct Target: touch Target: light Target: touch Target: light Target: touch Target: light
Con Incon Con Incon Con Incon Con Incon Con Incon Con Incon

Synch 97.5 63.75 100 97.5 98.75 55 100 98.75 95 40 100 93.75
Asynch-a 93.75 95 97.5 100 98.75 96.25 97.5 96.25 81.25 92.5 97.5 97.5
Asynch-b 92.5 91.25 97.5 97.5 97.5 91.25 100 96.25 90 87.5 93.75 96.25

Audio–Tactile

Blocked Group Pre-cued Group Post-cued Group

% correct Target: sound Target: touch Target: sound Target: touch Target: sound Target: touch
Con Incon Con Incon Con Incon Con Incon Con Incon Con Incon

Synch 92.5 71.25 97.5 77.5 98.75 55 100 80 95 50 93.75 51.25
Asynch-a 87.5 83.75 97.5 92.5 93.75 88.75 100 92.5 76.25 95 90 91.25
Asynch-b 86.25 86.25 96.25 95 91.25 91.25 98.75 95 86.25 90 93.75 93.75
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target–distractor congruency. Below we report the analysis of
variance (ANOVA) for each stimuluspairing (AV, AT, orVT)with
Group (Blocked, Pre-cued, Post-cued) as a between-subjects
factor andTargetModality (possible targetmodality depends on
particular pairing being tested), Stimulus Congruency (Con-
gruent, Incongruent), and Stimulus Synchrony (Synchronous,
Asynchronous-before, and Asynchronous-after) as within-
subjects factors.

2.1. Audio-visual

All main effects were significant (all pb .05), as was the 3-way
interaction involvingTargetModality×Congruency×Synchrony,
F(2, 54)=119.86, pb .0001. Group did not interact significantly
with any factor (all p'sN .05), including a non-significant 4-way
interaction, Fb1.2, pN .05.

Todetermine thesourceof theTargetModality×Congruency×
Synchrony interaction, we analyzed the data from each target
modality separately.When participants responded to auditory
motion (see Fig. 1A.), the Congruency×Synchrony interaction
was significant, F(2, 54)=157.70, pb .0001. This interaction is
due to the fact that a significant congruency effect appears
only in the synchronous condition, with 91% correct re-
sponses to auditory motion in the congruent condition and
21% correct responses in the incongruent condition for a dis-

parity of 70% (pb .05, Tukey–Kramer; all p'sN .05 for the asyn-
chronous conditions).

When the participants responded to the visual motion, the
ANOVA yielded no significant effects, reflecting the fact that
performance was excellent in all conditions, with the overall
response accuracy to visual motion at 98%.

2.2. Visual-tactile

The percent correct responses for the visual–tactile pairing
was analyzed as above, but nowwith Visual and Tactile as the
potential target/distractor modalities. All main effects, except
themain effect for Group, were significant (all p'sb .05), as was
the 3-way interaction involving Target Modality, Congruency,
and Synchrony F(2, 54)=40.03, pb .0001. Group did not interact
significantly with any factor (all p'sN .05), with the 4-way in-
teraction returning an Fb1.7, pN .05.

Todetermine thesourceof theTargetModality×Congruency×
Synchrony interaction, we analyzed the data from each target
modality separately. When participants responded to tactile
motion (see Fig. 1B), the Congruency×Synchrony interaction
was significant, F(2, 54)=56.97, pb .0001. This interaction is due
to a significant congruency effect in only the synchronous
condition, with 97% correct responses to tactile motion in the
congruent condition and only 53% correct in the incongruent

Fig. 1 – Response accuracy at the synchronous condition is plotted as a function of congruency (congruent in black, incongruent
in white) for all three groups (Blocked, Pre-cue, Post-cue) for (A) Sound targets and Light distractors (B) Touch targets and Light
distractors (C) Sound targets and Touch distractors, and (D) Touch targets and Sound distractors.
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condition for a disparity of 44% (pb .05, Tukey–Kramer; all p'sN
.05 for the asynchronous conditions). Again, when the partici-
pants responded to the visual motion the overall accuracy was
98%.

2.3. Audio-tactile

The sameANOVAwasperformedasbefore butnowwithAudio
and Tactile as potential target/distractor modalities. All main
effects, except for Group, were significant (all pb .05), as was
the 2-way interactions involving Congruency and Synchrony,
F(2,54)=70.43, pb .001, and Group and Synchrony, F(4,54)=3.01,
pb .05, and a 3-way interaction involving Target Modality,
Congruency, and Synchrony, F(2, 54)=3.44, pb .05. For the first
timewealso recordedahighly significant interaction involving
Group×Congruency×Synchrony, F(4,54)=6.73, pb .001. There
were no other significant effects (all p'sN .05).

Todetermine thecauseof theTargetModality×Congruency×
Synchrony interaction, we analyzed the data from each target
modality separately. When participants responded to auditory
motion (seeFig. 1C), theCongruency×Synchrony interactionwas
significant, F(2, 54)=35.51, pb .0001. This interaction is due to a
significant congruency effect emerging only in the synchronous
condition with response accuracy to auditory motion at 95%
when in the congruent condition and 59% in the incongruent
condition for a disparity of 36% (pb .05, Tukey–Kramer; all p'sN .05
for the asynchronous conditions).

The analysis of the auditory data also revealed a significant
Group×Congruency×Synchrony interaction, F(4,54)=3.24, pb .05.
To determine the source of this interactionwe analyzed the data
separately for each synchrony condition. This revealed that for
the synchronous condition, there was a significant Group×
Congruency interaction, F(2,27)=3.91, pb .05, reflecting the fact
that performance on auditory motion was only 50% in the in-
congruent post-cued condition, which was significantly worse
than the blocked condition, 71% (pb .05, Tukey–Kramer). There
werenosignificantdifferencesbetweenthe incongruentpre-cued
condition, and the incongruent blocked or post-cued conditions
(p'sN .05). The effect of Groupwas not significant in the congruent
synchronous conditions, or in any of the asynchronous con-
gruent, and asynchronous incongruent conditions (all p'sN .05).

When participants responded to the tactile motion (see
Fig. 1D), theCongruency×Synchrony interactionwas significant,
F(2,54)=31.37, pb .001. This was due to a significant congruency
effect emerging for tactile motion only in the synchronous con-
dition, with accuracy at 97% when tactile motion is congruent
with sound motion and 70% when it is incongruent (pb .05,
Tukey–Kramer; all other p'sN .05).

Thisanalysis also returnedasignificantGroup×Congruency×
Synchrony interaction, F(4, 54)=4.40, pb .05. To determine its
source we analyzed the data separately for each synchrony
condition. This revealed that for the synchronous condition
there was a significant Group×Congruency interaction, F(2,27)=
4.21, pb .05, reflecting that performance for tactile motion was
only 51% in the incongruent post-cued condition, which was
significantly worse than either the blocked or pre-cued condi-
tions, 78% and 80% respectively (pb .05, Tukey–Kramer). There
was no difference between blocked and pre-cued conditions, or
between any of the target conditions in the congruent or asyn-
chronous conditions (all p'sN .05).

3. Discussion

The aim of the present study was to examine whether cross-
modal dynamic capture canbemodulated by thedistribution of
attention across sensorymodalities. The Blocked Group results
replicate the standard finding in the literature: when a target–
distractor modality pairing is held constant throughout a block
of trials, then visual motion captures synchronous audio or
tactile motion, nothing captures visual motion, and synchro-
nous audio motion and tactile motion can capture each other.

For the Pre-cued Group the modality pairings remained
constant for a block of trials, but now which modality was the
target and which was the distractor varied from trial to trial.
Importantly, however, participants were pre-cued as to the
targetmodality, and therefore in principle their attentional set
should approximate the standard blocked condition, and by
extension, the nature of the crossmodal interactions should be
the same as what is typically found; and so they were. As
before, visual motion captured audio and tactile motion,
nothing captured vision, and both audio and tactile motion
could capture each other. Most importantly, on no occasion
was there any significant difference between the Blocked and
Pre-cued Groups as a function of any crossmodal combination.

A different outcome, however, was observed for the Post-
cued Group. In this case, participants could not narrow their
attentional set to any one modality before hand, and had
therefore to attend to both sensory modalities. While perfor-
mance remained the same as before for crossmodal pairings
involving visual motion, a significant change emerged from
interactions involving audio–tactile integration. For these com-
binations, crossmodal dynamic capture was accentuated, and
participantsmisperceived thedirectionof soundmotionwhen it
was paired with an opposing tactile motion; and similarly,
participantsmisperceived thedirectionof tactilemotionwhen it
was paired with an opposing sound motion. The strong
interpretation of these effects is that attention can play a signi-
ficant role in the binding of stimulus features acrossmodalities.

It is worth noting that one might question this interpreta-
tion and posit instead that response errors are just more likely
to occur when a decision must be made about two possible
target motion streams (post-cue condition) than one target
motion stream (blocked and pre-cued conditions). However,
the data do not support this position. First, this accountmakes
the prediction that response errors would increase across the
board, for all possible post-cue conditions, regardless of parti-
cular modality pairings. And secondly, it makes the prediction
that response errors for all modality pairings should be in-
creased for asynchronous and synchronous conditions alike.
This was clearly not the case. Post-cued motion stream judg-
ment errors were elevated selectively, only for the auditory–
tactile modality pairings and only when they were presented
synchronously, when crossmodal binding is optimal.

Calvert and Thesen (2004) suggest that for multisensory
integration to take place, items from each modality must cor-
respond spatially and be presented synchronously. These au-
thors claim that if two or more stimuli occur at the same time
and in the same spatial positions, they are inevitably bound
into a single percept. This seems to be the case for our stimuli,
except when vision is involved. That is, the current results
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demonstrate that the direction of the visual stream is con-
sistently judged correctly, regardless of the presence of incon-
gruent and synchronous auditory or tactile dynamic streams.
However, judgments of the direction of auditory and tactile
targets capture each other, with synchronous tactile and audi-
tory dynamic streams being misperceived as congruent.

Why should visual motion be unaffected by incongruent
crossmodal stimulation when auditory and tactile motion are
affected? One possibility is that the acuity of the visual system
for spatial stimuli is greater than the acuity of either the tactile
or auditory sensorymodalities. Accordingly, the visual system
can successfully resolve the direction of visual motion easily
and efficiently. In other words, the quality of motion infor-
mation is better for the visual modality than the auditory and
tactile modalities. As a result visual motion captures auditory
and tactile motion. This has been referred to as the Modality
Appropriateness Hypothesis, which states that the sensory
modality that has the highest acuity for the stimulus being
investigated dominates the percept (see Welch, 1999; Welch
and Warren, 1980). Hence, the visual sensory system would
dominate in our experiment, as the quality of information
coming from the dynamic visual signal is greatest (Woods and
Recanzone, 2004).

How attention is directed can have consequences on the
amount of binding that occurs. In keeping with the above
modality appropriateness hypothesis (Welch, 1999; Welch
and Warren, 1980), our data indicate that whether vision is
attended to or not, the quality of visualmotion information is
much greater than auditory or tactile motion. In other words,
attending to, and enhancing, auditory or tactile motion in-
formation does not negate the quality advantage enjoyed
by visual motion information. In contrast, when the motion
information between modalities is comparable, as it is for
auditory and touch, committing attention to both motion
signals brings them into convergence. This is evidenced by
an increase in capture in the post-cue condition for both
modalities.

According to the traditional view of multisensory integra-
tion, information regarding motion in each sense is initially
processed independently in modality-specific (or unimodal)
brain areas, converging later at higher-order association areas.
Visual motion processing has repeatedly been shown to in-
volve visual area V5/MT1; auditorymotion has been isolated to
the planum temporale, the inferior and superior parietal cor-
tices, and the right insula (Pavani et al., 2002); and tactile
motion perception has been localized to the primary and sec-
ondary somatosensory areas located in the postcentral gyrus
(e.g., Hagen et al., 2002). These motion signals may then con-
verge in the intraparietal sulcus, as well as the precentral
gyrus. When taken together, the evidence increasingly sup-
ports the idea that a network of brain areas is critically in-
volved in processing motion information from more than one
sensory modality. Whether the effects of attention on motion
perception should be attributed to enhancement of signals
at unimodal or multimodal brain areas is uncertain, and will
unquestionably be the focus of future investigation.

Our findings converge with the recent discovery of Alsius
et al. (2005; see also Alsius et al., 2007), suggesting that atten-
tion may have a much broader and more fundamental role to
play in crossmodal interactions than previously thought. In-

deed, attention has been found to modulate other processes
under both unimodal and crossmodal presentations that were
previously considered automatic, such as statistical learning
(Toro et al., 2005), written and auditory word perception (Rees
et al., 1999; Sinnett et al., 2006), or auditory stream segregation
(Carlyon et al., 2001). Much of this research suggests that by
depleting attentional reservoirs, a modulation of the effect
can be observed (see for example, Lavie, 2005). In the present
study, by requiring participants to monitor two streams, we
ensured that both modalities were attended to, creating a
condition in which completion of crossmodal integration is
facilitated. Thus, in the case of the crossmodal dynamic cap-
ture, when auditory and visual motion streams are presented
in opposition, the misperception of sound motion as a conse-
quence of integration would be more likely. Given the wealth
of studies that have failed to find a role of attention in cross-
modal interactions, and the present investigation's discovery
that attention does play a significant role, it will be important
for future investigations to uncover what factors are critical to
whether an attention effect is observed or not.

The current study adds to a relatively small, but growing,
bodyofworkdemonstrating that attention canmodulate cross-
modal feature binding.We set out to answerwhether attention
has an impact on crossmodal dynamic ventriloquism. The data
presented in this study support the idea that attention does
indeed have an impact on crossmodal dynamic ventriloquism.
It doesnot appear for all crossmodal combinations, but rather it
appears to be specific to modality pairings that involve com-
parable levels of capture.

4. Experimental procedures

4.1. Participants

Thirty undergraduates (23 women; age=19.9±3.2; 26 right-
handed) from the University of British Columbia participated
in the experiment for course credit. All participants had normal
hearing and normal or corrected-to-normal vision. The parti-
cipantswere randomlyassigned to one of three groups: Blocked
(8 women; age=20.6±4.8; 7 right-handed), Pre-cued (9 women;
age=19.9±1.9; 10 right-handed), or Post-cued (6 women; age=
19.3±2.4; 9 right-handed).

4.2. Apparatus

Two red Light Emitting Diodes (LEDs) were placed 50 cm from
the participant and 15 cm away from either side of a centre
fixation orange LED. All LEDs were fixed at a height of 5 cm
above the table, each mounted on a loudspeaker cone. Two
silent vibro-tactile stimulators (Sanko Electric #1E120, minia-
ture enclosed vibrating motor) were attached to the left and
right loudspeakers through an extended cable such that a vib-
ratingmotor was suspended 1 cmunder each red LED, without
actually touching the speaker cone. Thiswas done to avoid any
cross-talk between the auditory and tactile stimuli. Two foot-
pedals on the floor were used to collect participants' responses
(see Fig. 2). The LEDs and the foot-pedalswere connected to the
parallel port of the computer through a custom-made relay
box. The loudspeakers and the vibro-tactile stimulators were
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connected to the computer's multi-channel sound card (SB
Audigy, 2ZS Audio, D400). The experiment was programmed
using Presentation software (Neurobiological Systems).

Auditory apparent motion displays consisted of two 50-ms
tones (57-dB, 500 Hz) separated by a 100-ms inter-stimulus-
interval (ISI), each originating from a different loudspeaker.
Visual apparentmotiondisplays consistedof two50-ms flashes
separated by a 100-ms ISI, each presented on a red LED (lumi-
nous intensity=500 mcd). Touch apparent motion consisted of
two 50-ms vibrations (100 Hz) separated by a 100-ms ISI, each
presented on a vibro-tactile stimulator. The vibration ampli-
tudes were approximately 5.7 times the amplitudes at detec-
tion threshold.

4.3. Procedure

Participantswere seated approximately 50 cm from thedisplay
in a dimly lit room. The participants positioned their hands
such that their left and right index finger tips lightly touched
thevibro-tactile stimulators frombelow.Theparticipantswere
also instructed to rest their feet on the foot-pedals throughout
the experiment.

Each trial began with a 1 s visual fixation stimulus (centre
orange LED), followed by a 1 s delay before a pair of apparent
motion displays was presented. The participant was then re-
quired to respond, indicating the direction of the apparent
motion (left or right) by releasing the left or right foot-pedal. If
the response was incorrect, the subject received error-feed-
back in the form of a 100-ms vibration on both vibro-tactile
stimulators. On any given trial, apparent motion stimuli were
presented in only two modalities: either sounds and lights,
sounds and touches, or lights and touches.

A trial could be congruent or incongruent depending on
whether the twomotion streamsmoved in the samedirectionor
inoppositedirections. Inaddition, the twomotiondisplays could
be temporally synchronous or asynchronous. In synchronous
trials, the twomotion streamswere presented concurrently (i.e.,
target–distractor SOA=0). In asynchronous trials, there was a
500-ms lag between the onsets of the two apparent motion
streams.Whenthe targetmotion streampreceded thedistractor

motion stream, the trial was called asynchronous-before (i.e.,
target–distractor SOA=−500). Similarly, when the target motion
stream followed the distractor stream, the trial was called asyn-
chronous-after (i.e., target–distractor SOA=500). The 2 types of
congruency (congruent and incongruent) and the 3 types of
synchrony (synchronous, asynchronous-before, and asynchro-
nous-after) produced 6 different types of trials, each of which
was presented an equal number of times in randomized order.

4.4. Blocked group

At the start of each block the participant was instructed to
judge, throughout the block, the direction of motion of one
target modality (either visual, auditory, or tactile) and ignore
the other distractor modality. The participant was also in-
formed that the twomotion stimuli couldmove in the same or
opposite directions in different trials, and that the direction of
the distractor modality contained no information regarding
the direction of the target modality. The participant was in-
structed to maximize response accuracy over response speed.
Each block contained 48 trials consisting of 4 repetitions of the
6 types of trials described above, in 2 possible directions of
motion (leftward or rightward). The target and distractor mo-
dalities remained the same within a block. Each participant
completed 6 blocks, with three types of modality pairings
(audio–visual, visual–tactile, audio–tactile) and two possible
target modalities. The order of modality pairings was rando-
mized across participants. As a result a total of 288 (48×6)
trials were completed by each participant.

4.5. Pre-cued group

The procedure was the same as the Blocked Group with the
exception that a pre-cue announced the target modality before
the target and distractor stimuli were presented. This pre-cue
was a female voice that spoke either the word “sound”, “light”,
or “touch” (only two pre-cue words were possible within a
block). A 500-ms delay separated the offset of the pre-cue and
the onset of the motion stream. Within a block of 96 trials the
pre-cue varied randomly between the two possible stimulus

Fig. 2 – A schematic illustration of the experimental setup.
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modalities. Thus one block in the Pre-cued condition (96 trials)
was equivalent to two blocks (48×2) with the same modality
pairing in the Blocked condition where the trials were ran-
domly intermixed. The order of the blocks was randomized
for each participant and blocks. Each participant completed
3 blocks resulting in a total of 288 (96×3) trials.

4.6. Post-cued group

The procedure was the same as the Pre-cued Group with the
exception that the pre-cue was replaced by a post-cue that
announced the target modality 500 ms following the offset of
the motion stream.
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